
PART OF THE SOLUTIONS TO EXERCISES IN ∅KSENDAL'S
BOOK

CHI DONG

Exercise. 2.1

Proof. (a) (⇒): Assume X is a random variable, i.e., a measurable function
from (Ω, F) to (R, B). Since {ak} ∈ B for all k = 1, 2, ..., X−1(ak) ∈ F by
definition of measurable function. (⇐): Now assume X−1(ak) ∈ F for all
k = 1, 2, .... Then∀A ∈ B, we can show that

X−1(A) = X−1(A ∩
∞∪

k=1

{ak}) =
∞∪

k=1

X−1(A ∩ {ak}) ∈ F

for A∩{ak} equals either {ak} or Ø. By definition, X is a random variable.
(b) Since Ω =

∪∞
k=1{X = ak} is a partition, then define nonnegative

piecewise simple function as follows

φn(ω) =

{∑n
k=1 |ak| 1{X=ak} ω ∈

∪n
k=1{X = ak}

0 others

See that φn = |X| on
∪n

k=1{X = ak} and obviously φn ↗ |X| as n → ∞.
Therefore, by the property of integral of nonnegative measurable function,
as E[|X|] =

´
Ω |X| dP ,

E[|X|] = lim
n→∞

ˆ
Ω

φndP = lim
n→∞

n∑
k=1

|ak|
ˆ

{X=ak}
dP =

∞∑
k=1

|ak| P (X = ak)

(c) When E[|X|] < ∞, |X| is integrable and then E[X] =
´
Ω XdP ≤

E[|X|] < ∞. Similarly with (b) let's define

φn(ω) =

{∑n
k=1 ak1{X=ak} ω ∈

∪n
k=1{X = ak}

0 others

Clearly φn → X as n → ∞. For φn ≤ |X|and |X| is integrable, by
Lebesgue Dominated Convergence Theorem,

E[X] =

ˆ
Ω

XdP = lim
n→∞

ˆ
Ω

φndP =
∞∑

k=1

akP (X = ak)

1
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(d) Since f is bounded and measurable, ∃M > 0, s.t.
´
Ω f(X)dP ≤ M <

∞. Similarly with (c), let's define

φn(ω) =

{∑n
k=1 f(ak)1{X=ak} ω ∈

∪n
k=1{X = ak}

0 others

Then φn → f(X) as n → ∞. Therefore, since φn ≤ M which is integrable,
also by Lebesgue Dominated Convergence Theorem we show that

E[f(X)] =

ˆ
Ω

f(X)dP = lim
n→∞

ˆ
Ω

φndP =
∞∑

k=1

f(ak)P (X = ak)

and ends the proof. �

Exercise. 2.2

Proof. (a) (i) By definition of probability measure, 0 ≤ F (x) = P (X ≤ x) ≤
P (Ω) = 1. Secondly, since we know that P (Ø) = 0 then let xn ↘ −∞, then
{X ≤ xn} ↘ Ø. By upper continuity of probability measure,

lim
n→∞

P (X ≤ xn) = P (
∞∩

n=1

{X ≤ xn}) = 0

Hence ∀ε > 0, ∃M > 0, N > 0, s.t.∀x < −M < xN ,

F (x) = P (X ≤ x) ≤ P (X ≤ xN ) < ε

By definition, lim
x→−∞

F (x) = 0. At last, almost completely the same, see

that {X ≥ xn} ↘ Ø as xn ↗ ∞, then in the same way limx→∞ F (x) = 1.
(ii) Clearly F (x1) = P (X ≤ x1) ≤ P (X ≤ x2) = F (x2), as x1 ≤ x2,

x1, x2 ∈ R and {X ≤ x1} ⊂ {X ≤ x2}.
(iii) For x ∈ R, F (x + h) − F (x) = P (x < X ≤ x + h), where h > 0. Let

hn ↘ 0, then P (x < X ≤ x + hn) ↘ 0 for the same reason as (i). Then
∀ε > 0, ∃δ > 0 and N > 0, s.t.∀0 < h < δ < hN ,

P (x < X ≤ x + h) ≤ P (x < X ≤ x + hN ) < ε

which means F (x + h) − F (x) = P (x < X ≤ x + h) → 0 as h → 0 and
ends the proof.
(b) Let {X−1(An)}n∈N be a measurable partition of Ω, where An =

(an, bn] ∈ B, an+1 = bn, a0 = −∞, bn ↗ ∞. Via E[|g(X)|] < ∞ firstly
we can show that

E[g(X)] =

ˆ
Ω

g(X)dP =
∞∑

n=0

ˆ
{X∈An}

g(X)dP < ∞

As the property of expectation as a probability integral, we directly state
that
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∞∑
n=0

ˆ
{X∈An}

g(X)dP = E[g(X)] =
´
R gP ◦ X−1 =

∞∑
n=0

ˆ
An

gdP ◦ X−1

Since for (an, bn], as we proved in (a), denote L-S measure induced by
distribution function F by mF , then

mF (An) = F (bn) − F (an) = P ◦ X−1(An)

By the uniqueness of extension of measure, P ◦ X−1 = mF . Then we are
able to transform the expectation integral as follows:

∞∑
n=0

ˆ
An

gdP ◦ X−1 =
∞∑

n=0

ˆ
An

gdF =

ˆ
R

∞∑
n=0

g1Ak
dF < ∞

According to the two equations above,

E[g(X)] =

ˆ
R

∞∑
n=0

g1Ak
dF =

ˆ ∞

−∞
gdF < ∞

(c) Denote the density of B2
t by pB2

t
, then for y ≥ 0, show that

ˆ y

−∞
pB2

t
(x)dx = P (B2

t ≤ y) = P (|Bt| ≤ √
y) =

ˆ √
y

−√
y

p(x)d(
√

y)

Then by simple calculation we have

pB2
t
(y) =

1

2
√
2yπt

e− y
2t +

1

2
√
2yπt

e− y
2t =

1√
2yπt

e− y
2t

�

Exercise. 2.3

Proof. Firstly, since Ø ∈ Hi for all i ∈ I, Ø ∈
∩

i∈I Hi . Secondly, Ac ∈∩
i∈I Hi given A ∈

∩
i∈I Hi, for Ac ∈ Hi for all i ∈ I. At last, let {An}n∈N be

a set sequence in
∩

i∈I Hi, since in each Hi,
∪∞

n=0 An ∈ Hi, hence
∪∞

n=0 An ∈∩
i∈I Hi. Based on all above we conclude that

∩
i∈I Hi is again a sigma

algebra. �

Exercise. 2.8

Proof. (a)Directly by (2.2.3), let k = n = 1, we can conclude E0[exp(iuBt)] =
exp(−1

2u2t), here ∀u ∈ R.
(b) Denote E[Bn

t ] = m(n)(Bt). For fixed t, in (a),

E[eiuBt ] =
∞∑

n=0

m(n)(Bt)
(iu)n

n!
= e− u2

2
t

Then let f(t) = e− u2

2
t,
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∞∑
n=0

m(n)(Bt)
unin

n!
=

∞∑
n=0

f (n)(0)
tn

n!

See that f (n)(0) = (−u2

2 )n, therefore,

∞∑
n=0

m(n)(Bt)
unin

n!
=

∞∑
n=0

(−1)n

2n

u2ntn

n!

Compare the term of u of same power, we could see

m(2n)(Bt) =
(−1)n2n!

2ni2nn!
tn =

2n!

2nn!
tn

Finally let n = 2, we get E[B4
t ] = 3t2 and proof ends.

(c) From (2.2.2) we know P 0(Bt ∈ A) =
´

A p(t, 0, y)dy, here A ∈ B
and p(t, x, y) = 1√

2πt
exp(−y2

2t ). Then for measurable function f , by the
conclusion of 2.2, (b),

E[f(Bt)] =
1√
2πt

ˆ
R

f(x) exp(−x2

2t
)dx

(d) Firstly see that Ex[|Bt − Bs|4] = E[
∣∣∣B|t−s|

∣∣∣4] = E[(
∑n

i=1(B
(i)
|t−s|)

2)2].
Then expand the summation, we get

Ex[|Bt − Bs|4] = E[
n∑

i=1

(B
(i)
|t−s|)

4 +
∑

1≤j ̸=k≤n

(B
(j)
|t−s|)

2(B
(k)
|t−s|)

2]

Since we know E[(B
(i)
|t−s|)

4] = 3 |t − s|2 from (b), and B
(j)
|t−s| and B

(k)
|t−s| are

independent where j < k, thus

Ex[|Bt − Bs|4] = 3n |t − s|2 + n(n − 1)E[(B
(j)
|t−s|)

2]E[(B
(k)
|t−s|)

2]

= 3n |t − s|2 + n(n − 1) |t − s|2

= n(n + 2) |t − s|2

�

Exercise. 2.16

Proof. Without loss of generality, assume {Bt}t≥0 starts at 0. In fact we
can rewrite B̃t = Bt − B0 by Bt. Since {Bt}t≥0 is a Gaussian process, thus
Z = (Bt1 , ..., Btk

) obeys multi normal distribution for any fixed 0 ≤ t1 ≤
... ≤ tk and any k = 1, 2, .... According to the property of Gaussian random
variable, B̂ti = 1

c Bc2ti
is also Gaussian random variable for i = 1, ..., k.

Consequently, Ẑ = (B̂t1 , ..., B̂tk
) is also k−dimensional Gaussian vector.
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Since k and {ti}i=1,...,k is arbitrary, {B̂t}is a Gaussian process. Secondly by
property of standard Brownian motion {Bt}t≥0 show that

Cov(B̂s, B̂t) =
1

c2
Cov(Bc2s, Bc2t) =

1

c2
min{c2s, c2t} = min{s, t}

E(B̂t) =
1

c
E(Bc2t) = 0

for arbitrary fixed t ≥ 0 and s ≥ 0. Consequently, {B̂t}t≥0 is a Brownian
motion. Moreover , to directly prove by definition, see that for fixed t ≥ 0,
Bt ∼ N(0, t), hence Bc2t ∼ N(0, c2t) and B̂t =

1
c Bc2t ∼ N(0, t). Then the

k−dimension distribution of B̂t generates

v̂t1...tk
(A1 × ... × Ak) =

ˆ
A1×...×Ak

p(t1, 0, x1)...p(tk − tk−1, xk−1, xk)dx1...dxk

as the same measure generated by the k−dimensional distribution of {Bt}t≥0,
where p(t, x, y) is the density of normal distribution. So in the canoni-
cal defining way of Brownian motion by Kolmogorov Extension Theorem,
{B̂t}t≥0 is a Browinian motion. �

Exercise. 3.2

Proof. To begin with, let 0 = t0 < t1 < ... < tn < tn+1 = t be a uniform
partition of [0, t], tk+1−tk = tk −tk−1 for all 1 ≤ k ≤ n, and denote variation
△m

j (Bk
t ) = (Bk

tj+1
− Bk

tj
)m, △j(t) = tj+1 − tj , j = 0, 1, ..., n.

The proof is based on the key variation equation as below

△j(B
3
t ) = △3

j (Bt) + 3B2
tj

△j (Bt) + 3Btj △2
j (Bt)

and rewrite the equation by defining two variational summations

I(1)n :=
n∑

j=0

B2
tj

△j (Bt)+
1

3

n∑
j=0

△3
j (Bt) =

1

3
B3

t −
n∑

j=0

Btj △2
j (Bt) :=

1

3
B3

t −I(2)n

In order to prove the proposition directly by the definition of Itô integral,
we are to prove an equivalent statement that I

(1)
n converges to

´ t
0 B2

s dBs and

I
(2)
n in right side converges to

´ t
0 Bsds both in sense of L2(P ), as n → ∞

(i.e., tk+1 − tk → 0).
Firstly, to deal with I

(1)
n , define elementary function sequence in the form

of ϕn(s, ω) :=
∑n

j=0 B2
tj

· 1[tj ,tj+1)(s) and claim that

E[

ˆ t

0
(ϕn − B2

s )
2ds] =

n∑
j=0

ˆ tj+1

tj

E[(ϕn − B2
s )

2]ds → 0

See Bs ∈ L4 and ϕn ≥ 0, so that (ϕn − B2
s )

2 is dominated by B4
s . And

we can also show
ϕn − B2

s = B2
tj

− B2
s

L1−→ 0



PART OF THE SOLUTIONS TO EXERCISES IN ∅KSENDAL'S BOOK6

as n → ∞ (i.e., tk+1 − tk → 0). Since (·)2 is a continuous function, by
Lebesgue Dominated Convergence Theorem, then we can take the limit in
probability (implied by L1 convergence) inside the expectation and obtain

E[(ϕn − B2
s )

2] → 0. Meanwhile, since 1
3

∑n
j=0(Btj+1 − Btj )

3 L1−→ 0, by Itô

Isometry we obtain I
(1)
n

L2(P )−→
´ t
0 B2

s dBs.

Secondly, to deal with I
(2)
n , see that

E

∣∣∣∣∣I(2)n −
ˆ t

0
Bsds

∣∣∣∣∣
2
 = E |

n∑
j=0

Btj (△2
j (Bt) − △j(t))

+
n∑

j=0

Btj−1 △j (t) −
ˆ t

0
Bsds |2

Since (x+y)2 ≤ 2x2+2y2 for all x, y ∈ R, we can control E

[∣∣∣I(2)n −
´ t
0 Bsds

∣∣∣2]
by inequality

2E1 + 2E2 ≥ E

∣∣∣∣∣I(2)n −
ˆ t

0
Bsds

∣∣∣∣∣
2


E1 := E

 n∑
j=0

Btj (△2
j (Bt) − △j(t))

2

E2 := E

 n∑
j=0

Btj △j (t) −
ˆ t

0
Bsds

2

Now we claim that both E1 and E2 converge to zero. For E1, expand the
sqaure into two parts as follows

E1 := E3 + E4

E3 := E[
n∑

j=0

(Btj − B0)
2(△2

j (Bt) − △j(t))
2]

E4 =
∑
i<j

Ei,j :=
∑
i<j

E[Btj Bti(△2
j (Bt) − △j(t))(△2

i (Bt) − △i(t))]

About E3, as
∑n

j=0 E[△2
j (Bt)−△j(t)]

2 → 0, by the independent increment
of {Bt}t≥0, obviously

E3 =
n∑

j=0

E[(Btj − B0)
2]E[(△2

j (Bt) − △j(t))
2] → 0

About E4, via a partition of Ω see that
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|Ei,j | ≤
ˆ

{|Btj |,|Bti |≤M}

∣∣∣BtiBtj

∣∣∣ ∣∣∣△2
j (Bt) − △j(t)

∣∣∣ ∣∣∣△2
i (Bt) − △i(t)

∣∣∣ dP

+

ˆ
{|Btj |,|Bti |≤M}c

∣∣∣BtiBtj

∣∣∣ ∣∣∣△2
j (Bt) − △j(t)

∣∣∣ ∣∣∣△2
i (Bt) − △i(t)

∣∣∣ dP

≤ M2E[
∣∣∣△2

j (Bt) − △j(t)
∣∣∣ ∣∣∣△2

i (Bt) − △i(t)
∣∣∣] + ε

for the function inside the expectations are all integrable. Then as M ↗ 0,
the second integral above is bounded by given ε > 0. As n → 0 (i.e.,
tk+1 − tk → 0) and ε → 0, by the independent increment of {Bt}t≥0 again,
E4 → 0 and then E1 → 0.
In the second expectation, as we already know

´ t
0 sdBs = tBt −

´ t
0 Bsds

and E[
´ t
0 fdBs] = 0 for all f ∈ V(0, t), by Itô Isometry we have

E[(

ˆ t

0
Bsds)2] = E[(

ˆ t

0
sdBs − tBt)

2]

=

ˆ t

0
s2ds + E[t2B2

t ] − 2tE[

ˆ t

0
BtsdBs] < ∞

and therefore, the function inside E2 is integrable. Fix ω ∈ Ω, as the trajec-
tory Bs(ω) is continuous, then take limit n → ∞ in the Riemann sum, we
obtain

∑n
j=0 Btj (ω)△j (t)−

´ t
0 Bs(ω)ds → 0, i.e.,

∑n
j=0 Btj △j (t)

a.s.−→
´ t
0 Bsds

(actually pointwise?). So E2 → 0 so that I
(2)
n

L2(P )−→
´ t
0 Bsds. Consequently,

we conclude that
ˆ t

0
B2

s dBs
L2(P )
= lim

n→∞
I(1)n = lim

n→∞
(
1

3
B3

t − I(2)n )
L2(P )
=

1

3
B3

t −
ˆ t

0
Bsds

and ends the proof. �

Exercise. 3.10

Proof. By definition of Itô integral, in fact obviously we know

I =

ˆ T

0
f(t, ω)dBt

L2(P )
= lim

n→∞

n∑
j=0

f(tj , ω) △j (Bt)

For all t′
j ∈ [tj , tj+1], in order to show the equality in sense of L1(P ), we

just prove

E

∣∣∣∣∣∣I −
n∑

j=0

f(t′
j) △j (Bt)

∣∣∣∣∣∣
 → 0
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Firstly by Holder Inequality,

E

∣∣∣∣∣∣
n∑

j=0

(f(tj) − f(t′
j)) △j (Bt)

∣∣∣∣∣∣
 ≤

n∑
j=0

(
E

[∣∣∣f(tj) − f(t′
j)
∣∣∣2]) 1

2 (
E
[
|△j(Bt)|2

]) 1
2

≤ K
1+ε
2

n∑
j=0

|△j(t)|
1+ε
2 · |△j(t)|

1
2

≤ maxj |△j(t)|
ε
2 ·
(
K

1+ε
2 T

)
simply by the smooth property of f we assumed. Let max0≤j≤n{△j(t)} → 0,

E

∣∣∣∣∣∣
n∑

j=0

(f(tj) − f(t′
j)) △j (Bt)

∣∣∣∣∣∣
 → 0

Secondly by definition of Itô integral and Holder Inequality, we can show

E

∣∣∣∣∣∣I −
n∑

j=0

f(tj) △j (Bt)

∣∣∣∣∣∣
 ≤

E


∣∣∣∣∣∣I −

n∑
j=0

f(tj) △j (Bt)

∣∣∣∣∣∣
2



1
2

→ 0

By the two limits above, clearly by the inequality as below

E

∣∣∣∣∣∣I −
n∑

j=0

f(t′
j) △j (Bt)

∣∣∣∣∣∣
 ≤ E

∣∣∣∣∣∣
n∑

j=0

(f(tj) − f(t′
j)) △j (Bt)

∣∣∣∣∣∣


+E

∣∣∣∣∣∣I −
n∑

j=0

f(tj) △j (Bt)

∣∣∣∣∣∣


the left side converges to zero as n → 0, i.e., max0≤j≤n{△j(t)} → 0. As a
simple corollary,ˆ T

0
f(t, ω)dB(t, ω) =

ˆ T

0
f(t, ω) ◦ dB(t, ω)

�

Exercise. 3.13

Proof. a) This is a quite obvious statement. E[B2(t, ω)] = t < ∞ for all
t ≥ 0. Then see that E[(Bt − Bs)

2] = |s − t| → 0 as s → t for all t ≥ 0, thus
Brownian motion {Bt}t≥0 is continuous in mean square.
b) Firstly we prove E[f2(Bt)] < ∞. See that

E[(f(Bt) − f(B0))
2] = E[f2(Bt)] − 2E[f(Bt)f(B0)] + f2(B0)

therefore by property of f as a Lipschitz function, since B0 = 0, thus
E[f(Bt) − f(0)] ≤ CE[|Bt|]. Then we have

E[f2(Bt)] ≤ C2E[|Bt|2] + 2Cf(0)E[|Bt|] + f2(0)
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As for certain t ≥ 0, E[|Bt|2] < ∞, consequently, we have shown E[f2(Bt)] <
∞. Secondly show that

E[(f(Bt) − f(Bs))
2] ≤ CE[(Bt − Bs)

2] = C |t − s| → 0

as s → t for all t ≥ 0 and certain constant 0 < C < ∞. To conclude,
Yt = f(Bt) is continuous in mean square.
c) In order to prove the integral equality, see that

E

[ˆ T

S
(Xt − ϕn(t))

2dt

]
=

n∑
j=0

E

[ˆ tj+1

tj

(Xt − Xtj )
2dt

]

=
n∑

j=0

ˆ tj+1

tj

E[(Xt − Xtj )
2]dt

Simply as Xt is continuous in mean square, then

0 ≤
n∑

j=0

ˆ tj+1

tj

E[(Xt − Xtj )
2]dt < ε(T − S) → 0

Consequently, by definition,
´ T

S ϕn(t, ω)dB(t, ω)
L2(P )−→

´ T
S XtdBt. �

Exercise. 3.17

Proof. a) As E[X | G] is G−measurable, then ∀c ∈ E[X | G](Ω),

E[X | G]−1(c) ∈ G

Consequently we can conlude the finity of E[X | G](Ω) simply for

{E[X | G]−1(c) : c ∈ E[X | G](Ω)} ⊂ G

And by the property of such finite G, there exists finite number of Gn1 , ..., Gnk
,

k = 1, ..., n, such that

E[X | G]−1(c) =
k∪

j=1

Gnj

which implies for any such Gi, E[X | G] |Gi= c. Since c is arbitrary, then
we conclude that E[X | G] is a constant on each Gi.
b) By definition of E[X | G] and the conclusion of a), let E[X | G] |Gi= ci,

i = 1, ..., n, ˆ
Gi

E[X | G]dP =

ˆ
Gi

XdP = ciP (Gi)

and directly we get E[X | G] = ci =

´
Gi

XdP

P (Gi)
when P (Gi) > 0.

c) In the same way as a) we can prove X |Gi= aki
for some ki = 1, ..., m.

Thus when P (Gi) > 0, P (X = ak | Gi) = 0 except k = ki where P (X =
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aki
| Gi) = 1, so simply by showing two equalities

E[X | Gi] =
m∑

k=1

akP (X = ak | Gi) = aki

ˆ
Gi

(E[X | G] − X)dP = (ci − aki
)P (Gi) = 0

we have E[X | G] |Gi= ci = aki
= E[X | Gi]. However, when P (Gi) = 0,

even if E[X | G] |Gi= ci ̸= aki
= X |Gi ,

´
Gi

E[X | G]dP =
´

Gi
XdP still

holds, and without any contradiction, they two are inequal. �

Exercise. 3.18

Proof. Note that M(x) = exp(σx− 1
2σ2t) is a continuous function on R, thus

as Bt is Ft−measurable, Mt is also Ft−measurable. Secondly, clearly M(x)
is a Lipschitz function, so by conclusion of 3.13 b), E[|Mt|] < ∞ implied by
E[M2

t ] < ∞. At last, for s > t, clearly see that

E[exp(σBs − 1

2
σ2s) | Ft] = E[exp(σ(Bs − Bt)) · exp(σBt − 1

2
σ2s) | Ft]

= E[exp(σ(Bs − Bt))] · E[exp(σBt − 1

2
σ2s) | Ft]

= e
1
2

σ2(s−t) · e− 1
2

σ2s · E[exp(σBt) | Ft]

= exp(σBt − 1

2
σ2t) = Mt

Consequently, by definition, {Mt}t≥0 is an Ft−martingale. �

Exercise. 4.6

Proof. (a) Let Xt = g(Bt, t) = exp{ct + αBt}, then by Itô Formula,

dXt = cXtdt + αXtdBt +
1

2
α2Xt(dBt)

2 = (c +
1

2
α2)Xtdt + αXtdBt

(b) Still let Xt = g(Bt, t) = exp{ct +
∑n

j=1 αjBj(t)}, then by the Multi-
dimensional Itô Formula,

dXt = cXtdt + Xt

n∑
j=1

αjdBj(t) +
1

2
Xt

n∑
j=1

α2
j (dBj(t))

2

=

c +
1

2

n∑
j=1

α2
j

Xtdt + Xt

 n∑
j=1

αjdBj(t)


�

Exercise. 4.7
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Proof. (a) Let v = (1, 0, ..., 0) ∈ Vn(0, T ), then Xt = Bt ∈ R. Obviously
X2

t = B2
t is not a martingale.

(b) Let's define the filtration as Ft := σ({Bs}0≤s≤t). Obviously Xt and´ t
0 v2sds are Ft−measurable, thus Mt is Ft−measurable. Secondly, since

|vs| < ∞, by Itô Isometry,

E[|Mt|] ≤ E[X2
t ] + E

[ˆ t

0
v2sds

]
= 2E

[ˆ t

0
v2sds

]
< ∞

At last, we need to show E[Mt | Fs] = Ms for all t ≥ s. Show that

E[X2
t | Fs] = E

(ˆ s

0
vudBu +

ˆ t

s
vudBu

)2

| Fs


=

(ˆ s

0
vudBu

)2

+ E

(ˆ t

s
vudBu

)2

| Fs


=

(ˆ s

0
vudBu

)2

+ E

[ˆ t

s
v2udu | Fs

]
Therefore we obtain

E[Mt | Fs] =

(ˆ s

0
vudBu

)2

+ E

[ˆ t

s
v2udu | Fs

]
− E

[ˆ t

0
v2udu | Fs

]

=

(ˆ s

0
vudBu

)2

−
ˆ s

0
v2udu

= Ms

So far, we have justified that {Mt}t≥0 is a Ft−martingale w.r.t. the fil-
tration we defined. �

Exercise. 4.8

Proof. (a) Apply the Multidimensional Itô Formula to {f(Bt)}t≥0, then

df(Bt) =
n∑

j=1

∂f

∂xj
(Bt)dBj(t) +

1

2

n∑
j=1

∂2f

∂x2
j

(Bt)(dBj(t))
2

By taking the integral of both sides, we obtain that

f(Bt) − f(B0) =

ˆ t

0
∇f(Bs)dBs +

1

2

ˆ t

0
△f(Bs)ds

(b) Since g′ is a.e. differentiable, then it is absolutely continuous, and g′ ∈
C(R). By Weiestrass Theorem, there exists a polynomial sequence {fn}n∈N
such that fn

u−→ g, f ′
n

u−→ g′. More importantly, as f ′
n is differentiable,



PART OF THE SOLUTIONS TO EXERCISES IN ∅KSENDAL'S BOOK12

f ′′
n

a.e.−→ g′′, where f ′′
n → g′′ outside {z1, ..., zN }. For each fn, we can apply

the result of (a) and get

fn(Bt) − f(B0) =

ˆ t

0
f ′

n(Bs)dBs +
1

2

ˆ t

0
f ′′

n(Bs)ds

As |g′′(x)| ≤ M , a.e., then g′ is also a.e. bounded on [0, t]. By Lebesgue
Bounded Convergence Theorem, take a.e. limit of both sides and conclude
that

g(Bt) = g(B0) +

ˆ t

0
g′(Bs)dBs +

1

2

ˆ t

0
g′′(Bs)ds

�

Exercise. 4.13

Proof. Apply Itô Formula to Mt = exp{−
´ t
0 urdBr − 1

2

´ t
0 u2

rdr},

dMt = −1

2
u2Mtdt − uMtdBt +

1

2
u2Mtdt = −uMtdBt

Then by the general Integration by Parts Formula,

dYt = XtdMt + MtdXt + dXtdMt

= uXtMtdBt + uMtdt + MtdBt − uMtdBt(udt + dBt)

= (uXtMt + Mt)dBt

Hence Yt =
´ t
0 (uXrMr + Mr)dBr is a Ft−martingale, where as u is

bounded, uXrMr + Mr ∈ V(0, t) for all t ≥ 0. �

Exercise. 4.16

Proof. (a) By the Jensen Inequality,

E[M2
t ] = E

[
|E[Y | Ft]|2

]
≤ E[E[|Y |2 | Ft]] = E[|Y |2] < ∞

for all t ∈ [0, T ].
(b) (i) Since B2

t − t = 2
´ t
0 BsdBs is a Ft−martingale, then

E[M0] − T = E[B2
T | F0] − T = E[B2

T − T | F0] = 0

As a result, show that

Mt = E[B2
T − T | Ft] + T = E[M0] +

ˆ t

0
gdBt

where we set g := 2Bt.
(ii) Since B3

t − 3tBt =
´ t
0 B2

s dBs −
´ t
0 3sdBs is a Ft−martingale, then

E[M0] = E[B3
T − 3TBT | F0] + 3TE[BT | F0] = 0
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As a result, show that

Mt = E[B3
T − 3TBT | Ft] + 3TE[BT | Ft] = E[M0] +

ˆ t

0
gdBs

where we set g(s, ω) := 3T − 3s + B2
s .

(iii) Since exp{σBt − 1
2σ2t} is a Ft−martingale, then

E[M0] = e
1
2

σ2T E[exp{σBT − 1

2
σ2T} | F0] = e

1
2

σ2T

Then apply Itô Formula to Yt = exp{σBt − 1
2σ2t}, show that

dYt = −1

2
σ2Ytdt + σYtdBt +

1

2
σ2Ytdt = σYtdBt

hence YT = Y0 +
´ T
0 σYtdBt. As Y0 = 1, finally we obtain that

Mt = E[YT e
1
2

σ2T | Ft] = e
1
2

σ2T +

ˆ t

0
σe

1
2

σ2T YsdBs = E[M0] +

ˆ t

0
gdBs

so we set g(s, ω) = σe
1
2

σ2T Ys. �

Exercise. 5.1

Proof. (i) By Ito Formla,

dXt = 0dt + eBtdBt +
1

2
eBt(dBt)

2

=
1

2
Xtdt + XtdBt

(ii) By Ito Formula,

dXt = − Bt

(1 + t)2
dt +

1

1 + t
dBt − 1

2
· 0 · (dBt)

2

= − 1

1 + t
Btdt +

1

1 + t
dBt

(iii) By Ito Formula, for t < inf{s > 0 : Bs /∈ [−π
2 , π

2 ]}, cosBs ≤ 1, hence

dXt = cosBtdBt − 1

2
sinBt(dBt)

2

= −1

2
Xtdt +

√
1 − X2

t dBt

(iv) By Ito Formula,

dX1(t) = 1

dX2(t) = etBtdt + etdBt

= X2(t)dt + eX1dBt



PART OF THE SOLUTIONS TO EXERCISES IN ∅KSENDAL'S BOOK14

So we can verify that[
dX1

dX2

]
=

[
1

X2

]
dt +

[
0

eX1

]
dBt

(v) By Ito Formula,

dX1(t) = d

(
eBt + e−Bt

2

)

=
eBt − e−Bt

2
dBt +

1

2
(
eBt + e−Bt

2
)d(Bt)

2

=
1

2
X1(t)dt + X2(t)dBt

dX2(t) = d

(
eBt − e−Bt

2

)

=
eBt + e−Bt

2
dBt +

1

2
(
eBt − e−Bt

2
)d(Bt)

2

=
1

2
X2(t)dt + X1(t)dBt

So we can verify that[
dX1

dX2

]
=

1

2

[
X1

X2

]
dt +

[
X2

X1

]
dBt

�

Exercise. 5.5

Proof. (a) Multiplying the integrating factor e−µt to both sides of the equa-
tion we can see that

e−µtd(Xt) = e−µtµXtdt + σe−µtdBt

At the same time

d(e−µtXt) = −µe−µtXtdt + e−µtdXt

So that

d(e−µtXt) = σe−µtdBt

Take integral of both sides, we obtain that

Xt = eµtX0 +

ˆ t

0
σeµ(t−s)dBs

where X0 ∈ R is the starting point.
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(b) EXt = eµtEX0, and by Ito Isometry,

V arXt = E

σ2

(ˆ t

0
eµ(t−s)dBs

)2


= −σ2

2µ
e2µtE

[ˆ t

0
(−2µ)e−2µsds

]

=
σ2

2µ
e2µt(1 − e−2µt)

=
σ2

2µ
(e2µt − 1)

�

Exercise. 5.10

Proof. Let's prove this by calculating straight forward, apply Ito Isometry,
(p + q + r)2 ≤ 3p2 + 3q2 + 3r2 and Holder Inequality that (

´ t
0 bds)2 ≤(

(
´ t
0 b2ds)

1
2 (
´ t
0 ds)

1
2

)2
= t
´ t
0 b2ds, so that for any t ≤ T we have

E
[
|Xt|2

]
= E

(Z +

ˆ t

0
bds +

ˆ t

0
σdBs

)2


≤ 3E
[
|Z|2

]
+ 3TE

[ˆ t

0
b2ds

]
+ 3E

[ˆ t

0
σ2ds

]

≤ 3E
[
|Z|2

]
+ 3(T + 1)E

[ˆ t

0
(b2 + σ2)ds

]

≤ 3E
[
|Z|2

]
+ 3(T + 1)E

[ˆ t

0
(|b| + |σ|)2ds

]
Further more by (5.2.1) and apply the trick (p + q)2 ≤ 2p2 + 2q2 again,

E
[
|Xt|2

]
≤ 3E

[
|Z|2

]
+ 3(T + 1)

ˆ t

0
E
[
(|b| + |σ|)2

]
ds

≤ 3E
[
|Z|2

]
+ 3(T + 1)

ˆ t

0
E
[
(C + C |Xs|)2

]
ds

≤ 3E
[
|Z|2

]
+ 6T (T + 1)C2 + 6(T + 1)C2

ˆ t

0
|Xt|2 ds

≤ K1 + K2

ˆ t

0
|Xt|2 ds

Here K1 := 3E
[
|Z|2

]
+ 6T (T + 1)C2 and K2 = 6(T + 1)C2 as stated in

the problem. Consequently by the Gronwall Lemma, easily we reached our
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aim as below
E
[
|Xt|2

]
≤ K1 · exp{K2t}

�

Exercise. 5.13

Proof. (i) Just check that

AXt =

[
x′

t

−ω2xt − a0x
′
t

]
KXt =

[
0

−α0ηx′
t

]
Hence the right side is[

x′
tdt

−ω2xtdt − a0x
′
tdt − a0ηx′

tdBt + T0ηdBt

]
According to the original equation,

x′′
t = −ω2xt − a0x

′
t + (T0 − a0x

′
t)ηdBt

So it's verified that we can rewrite

dXt =

[
dxt

dx′
t

]
= AXtdt + KXtdBt + MdBt

(ii) See that Xt = eAt
´ t
0 e−As(KXs + M)dBt, so obviously ∂Xt

∂t = AXt.
Then by Ito Formula,{

dXt = AXtdt +
´ t
0 eA(t−s)(KXs + M)dBs t ≥ 0

X0 = 0

(iii) At the right side of the equation,

(cosξt +
λ

ξ
sinξt)I +

1

ξ
Asinξt = Icosξt +

1

ξ
Jsinξt

Here we define J := λI + A =

(
λ 1

−ω2 −λ

)
, and it's easy to check that

J2 = −ξ2I. Then we obtain

eJt = I ·
∞∑

n=0

(−1)n(ξt)2n

2n!
+

1

ξ
J ·

∞∑
n=0

(−1)n(ξt)2n+1

(2n + 1)!

= Icosξt +
1

ξ
Jsinξt

At the left side, similarly we can show

eAt = eJt ·
∞∑

n=0

(−λt)n

n!
In = eJt · e−λtI
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By the three equalities above, finally we justify that

eAt = e−λt · eJt =
e−λt

ξ
{(ξcosξt + λsinξt)I + Asinξt}

In the matrix form of the equation's solution,[
xt

x′
t

]
=

ˆ t

0
eA(t−s)

(
0

η(T0 − αx′
s)

)
dBs

=

ˆ t

0
eA(t−s)

(
0

η(T0 − αx′
s)dBs

)
According to our result above, now denote u := cosξ(t−s), v := sinξ(t−s)

and yt = x′
t, then

eA(t−s) =
e−λ(t−s)

ξ

(
ξu + λv v
−ω2v ξu − λv

)
and we obtain that[

xt

x′
t

]
=

ˆ t

0

e−λ(t−s)

ξ
·
(

ηv(T0 − αys)dBs

(ξu − λv)η(T0 − αys)dBs

)

=

 η
´ t
0

e−λ(t−s)v
ξ (T0 − αys)dB

(2)
s

η
´ t
0

e−λ(t−s)

ξ (ξu − λv)(T0 − αys)dB
(2)
s


As ζ := −λ + iξ, it's easy to check

eζ(t−s) = e−λ(t−s) · eiξ(t−s) = e−λ(t−s)(u + iv)

ζeζ(t−s) = −e−λ(t−s)(uλ + vξ) + e−λ(t−s)(uξ − vλ)i

Hence gt =
1
ξ Im(eζt) = 1

ξ e−λtv, and similarly ht =
1
ξ Im(ζeζt) = 1

ξ e−λt(ξu−
λv). Therefore, [

xt

x′
t

]
=

[
η
´ t
0 gt−s(T0 − α0ys)dBs

η
´ t
0 ht−s(T0 − α0ys)dBs

]
�

Exercise. 5.18

Proof. Consider second order differentiable function x = ey and let Yt =
lnXt, by Ito Formula we can rewrite the equation as below

dXt =

[
∂Xt

∂Yt

∂Yt

∂t
+

1

2

∂2Xt

∂Yt∂Bt

∂Yt

∂Bt
+

1

2

∂Xt

∂Yt

∂2Yt

∂B2
t

]
dt +

∂Xt

∂Yt

∂Yt

∂Bt
dBt = 0

As ∂Xt
∂Yt

= Xt, then we have

dXt =

[
∂Yt

∂t
+

1

2
(

∂Yt

∂Bt
)2 +

1

2

∂2Yt

∂B2
t

]
Xtdt +

∂Yt

∂Bt
XtdBt = 0
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Now by the definition of certain Xt and Yt, it's not difficult to check that
∂Yt
∂Bt

= σ, ∂2Yt

∂B2
t
= 0, and

∂Yt

∂t
= −klnxe−kt + k(α − σ2

2k
)e−kt − kσe−kt

ˆ t

0
eksdBs

= −kYt + k(α − σ2

2k
)

= k(α − Yt) − σ2

2

Therefore we have

dXt = [k(α − Yt) − 1

2
σ2 +

1

2
σ2]dt + σXtdBt

= k(α − lnXt)Xtdt + σXtdBt

Obviously X0 = x, thus such Xt is the solution to the SDE (5.3.21).
(b) Firstly we know

E [Xt] = e
e−ktlnx+

(
α− σ2

2k

)
(1−e−kt)

· E

[
exp

{
σ

ˆ t

0
e−k(t−s)dBs

}]

Let Yt = exp
{

σ
´ t
0 ek(s−t)dBs

}
, then

dYs = σYsek(s−t)dBs +
1

2
σ2Yse2k(s−t)ds

So that

E [Yt] = E [Y0] +
σ2

2

ˆ t

0
e2k(s−t)E [Ys] ds

Consider E [Yt] as a function of t, then

1

E [Ys]
· dE [Ys]

ds
= −σ2

2
e2k(s−t)

Solve this deterministic ODE we obtain that

ln (E [Yt]) =
σ2

4k
− σ2

4k
e−2kt

As a result,

E [Xt] = exp

{
e−ktlnx +

(
α − σ2

2k

)
(1 − e−kt) +

σ2(1 − e−2kt)

4k

}
�

Exercise. 7.5
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Proof. Define f(x) = |x|2 =
∑n

i=1 x2
i for x ∈ Rn. Notice that ∂2f

∂xi∂xj
= 0 for

all i ̸= j, thus

Af(x) = 2
n∑

i=1

bi(x)xi +
n∑

i=1

σ2
i (x)

We know
∑n

i=1 σ2
i (x) ≤ |σ|2 and

2
n∑

i=1

bi(x)xi ≤
n∑

i=1

b2i (x) +
n∑

i=1

x2
i = |b|2 + |x|2

where ``|·|'' denotes the norm in Rn. Then we apply the condition ``|b| +
|σ| ≤ C(1 + |x|)'' and get

Af(x) ≤ |b|2 + |x|2 + |σ|2

≤ C2(1 + |x|)2 + |x|2

≤ C2 + (C2 + 1) |x|2 + 2C2 |x|

Again see that 2C2 |x| ≤ C2 + C2 |x|2, so that for K > max{2C2, 2(C2 +
1)} ≥ 0,

Af(x) ≤ 2C2 + 2(C2 + 1) |x|2 ≤ K(1 + |x|2)
Define τ := t ∧ τR, where τR = inf{s > 0 : |Xs| > R}. Certainly this is a

stopping time w.r.t. {Mt}t≥0, and for all R > x,

Ex[τ ] =
1

n
(R2 − x) < ∞

for certain t ≥ 0. Therefore while applying Lemma 7.3.2, we know that C
is independent with t, let R → ∞ so that τ → t,

EX0(ω)
[
|Xt|2

]
≤ |X0|2 + K

ˆ t

0

(
1 + EX0(ω)

[
|Xs|2

])
ds

As E
[
|Xt|2

]
= E

[
EX0(ω)

[
|Xt|2

]]
, hence

1 + E
[
|Xt|2

]
≤ 1 + E

[
|X0|2

]
+ K

ˆ τ

0

(
1 + E

[
|Xs|2

])
ds

According to Gronwall Lemma,

E
[
|Xt|2

]
≤
(
1 + E

[
|X0|2

])
eKt − 1

�

Exercise. 7.9
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Proof. (a) For any f ∈ C2
0 (R),

(0.1) Af(y) = ry · ∂f

∂x
(y) +

α2y2

2
· ∂2f

∂x2
(y)

So the generator A of geometric Brownian motion Xt is given by operator
rx · ∂f

∂x + α2x2

2 · ∂2f
∂x2 on C2

0 (R). Since f(x) = xγ ∈ C2
0 (R), thus

Af(x) =

(
r +

α2

2
(γ − 1)

)
γxγ

(b) Choose a real number ρ such that 0 < ρ < x < R, a function fρ ∈
C2
0 (R) satisfying fρ = f on (ρ, R), and define

τ(ρ,R) := inf{t > 0 : Xt /∈ (ρ, R)}

It's easy to confirm that τ(ρ,R) is a stopping time w.r.t. {Mt}. Via
Dynkin's Formula, for all k ∈ N we have

Ex
[
fρ(Xk∧τ(ρ,R)

)
]
= fρ(x)

This is because

Afρ(x) =

(
r +

α2

2
(γ1 − 1)

)
γ1x

γ1

=

(
r +

α2

2
(1 − 2r

α2
− 1)

)
(1 − 2r

α2
)x1− 2r

α2

= 0

The condition that r < 1
2α2 means Xt

a.s.−→ 0 as t → ∞, so that P
[
τ(ρ,R) < ∞

]
=

1. As a result, fρ(Xk∧τ(ρ,R)
) is a.s. bounded by Rγ1 . For fρ is continuous,

let k → ∞,

fρ(x) = Ex
[
fρ(Xτ(ρ,R)

)
]

See that either Xτ(ρ,R) = ρ or Xτ(ρ,R) = R, sop := P x
[
Xτ(ρ,R)

= R
]

1 − p := P x
[
Xτ(ρ,R)

= ρ
]

Thus we have
fρ(x) = fρ(ρ)(1 − p) + fρ(R)p

Let ρ → 0, by definition ργ1(1 − p) → 0, therefore we obtain that

p =

(
x

R

)γ1

(c) Now we just change fρ(x) = lnx on (ρ, R),

Afρ(x) = rx · 1
x

− α2x2

2
· 1

x2
= r − 1

2
α2
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Hence by Dynkin's Formula,

Ex
[
fρ(Xk∧τ(ρ,R)

)
]
= fρ(x) + (r − 1

2
α2)Ex

[
k ∧ τ(ρ,R)

]
When r > 1

2α2, Xt
a.s.−→ ∞ as t → ∞, which still implies τ(ρ,R) < ∞, a.s..

Similarly let k → ∞,

Ex
[
τ(ρ,R)

]
=

fρ(ρ)(1 − p) + fρ(R)p − fρ(x)

r − 1
2α2

Let ρ → 0, still via ln(ρ)(1 − p) → 0,

Ex
[
τ(ρ,R)

]
=

lnR
x

r − 1
2α2

�

Exercise. 7.10

Proof. (a) According to the Markov property of Itô diffusion Xt, denote
h = T − t

Ex [XT | Ft] = EXx
t (ω) [Xh] = E

[
X

Xx
t (ω)

h

]
So that we have Ex [XT | Ft] = Xx

t (ω)e
r(T −t) for

E
[
X

Xt(ω)
h

]
= Xx

t (ω)exp
{
(T − t)

[
(r − 1

2
α2) +

1

2
α2
]}

= Xx
t er(T −t)

(b) As Mt = exp
(
αBt − 1

2α2t
)
is a martingale w.r.t. {Ft},

Ex [XT | Ft] = xerT E [MT | Ft] = xerT Mt

Then as Xt = xertMt,

Ex [XT | Ft] = xerT eαBt− 1
2

α2t = Xte
r(T −t)

�

Exercise. 8.13

Proof. (a) As b : R → R is a Lipschitz function, Xt is a well-defined Itô diffu-
sion. Write Yt = Xt −x, then we still have dYt = b(Yt+x)dt+dBt. Since b is
Lipschitz continuous, theNovikov condition that E

[
exp

(
1
2

´ T
0 b2(Ys + x)ds

)]
<

∞ certainly holds for t ≤ T < ∞, therefore

Mt = exp

{
−
ˆ t

0
b(Ys + x)dBs − 1

2

ˆ t

0
b2(Ys + x)ds

}
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is a martingale w.r.t. Ft and P . Thus according to Girsanov Theorem I, Yt

is a Brownian motion w.r.t. the Girsanov transformed probability measure
Q, so that

P [Xx
t ≥ M ] = P [Yt ≥ M − x] =

ˆ
{Yt≥M−x}

MT dQ

We know that MT = exp
{

−
´ T
0 bdBs − 1

2

´ T
0 b2ds

}
> 0, a.s., and w.r.t.

Q, Yt is a Brownian motion, so that

Q[Yt ≥ M − x] =

ˆ ∞

M−x

1√
2πt

e− x2

2t dt

Hence
´

{Yt≥M−x} MT dQ > 0, i.e., P [Xx
t ≥ M ] > 0 for sure.

(b) Let b = −r, then dXx
t = −rdt + dBt. Obviously

Xx
t = x − rt + Bt

for all t ≥ 0. Therefore as t → ∞, Xx
t → −∞. Notice that the Novikov

condition only holds for finite time interval [0, T ] if only with b is Lipschitz
function. So when t → ∞, we can no longer use Novikov condition to ensure
Mt defined above to be a martingale and Girsanov Theorem is valid to
apply here. In this case, it's obviously reasonable that Xx

t might not satisfy
[Xx

t ≥ M ] > 0. �

Exercise. 12.1

Proof. (a) (⇒) Let {θt}t≤T be an arbitrage in the market {Xt}t≤T , then for
the normalized market {Xt}t≤T :

(i) θ is self-financing, i.e., dV
θ
t = θtdXt, which is shown as follows,

dV
θ
t = X−1

0 (t)dV θ
t + V θ

t dX−1
0 (t)

= X−1
0 (t)θtdXt − ρtX

−1
0 (t)V θ

t dt

= X−1
0 (t)θt [dXt − ρtXtdt]

= θtdXt

(ii) θ is admissible. We know that V
θ
t = exp

(
−
´ t
0 ρsds

)
V θ

t , and V θ
t is

(t, ω) a.s. lower bounded, so is V
θ
t .

(iii) θ is an arbitrage, just because V θ
t > 0 is equivalent to V

θ
t > 0.

Consequently, {θt}t≤T is an arbitrage in {Xt}t≤T if it is an arbitrage in
{Xt}t≤T .

(⇐) Conversely, just replace ρ by −ρ, then the fact that exp
(
−
´ t
0 (−ρs)ds

)
V

θ
t =

V θ
t enables us to confirm {θt}t≤T is an arbitrage in {Xt}t≤T if it is an arbi-

trage in the normalized market {Xt}t≤T .
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(b) Firstly in a normalized market {Xt}t≤T , construct the arbitrage port-
folio. Define θ̃ = {θ̃(t)}t≤T ∈ Rn+1 × [0, T ] as follows: θ̃i(t) = θi for
i = 1, ..., n, θ0(t) satisfies two conditions as below:
(i) V θ̃

0 = 0: just let θ̃0(0) = −
∑n

i=1 θi(0)Xi(0);
(ii) As V θ̃

t = θ̃0(t) +
∑n

i=1 θi(t)Xi(t) and V θ
t = θ0(t) +

∑n
i=1 θi(t)Xi(t),

then let θ̃0(t) := θ0(t) − V θ
0 ,

V θ̃
t = V θ

t − V θ
0 =

ˆ t

0
θ̃(s)dXs =

ˆ t

0
θ(s)dXs − V θ

0

Secondly we prove the equivalence of the existences of an arbitrage and
such admissible portfolio θ̂ satisfying (12.3.82).
(⇒) Let θ̂ be an arbitrage, then V θ̂

0 = 0, V θ̂
T ≥ 0 and P

[
V θ̂

T > 0
]

> 0, so

that it obviously satisfies (12.3.82): V θ̂
T ≥ V θ̂

0 and P
[
V θ̂

T > V θ̂
0

]
> 0.

(⇐) Let θ be an admissible portfolio satisfying (12.3.82), then θ̃ con-
structed above certainly satisfies that:
(i) V θ̃

0 = 0;
(ii) V θ̃

T = V θ
t − V θ

0 ≥ 0;

(iii) P
[
V θ̃

t > 0
]
= P

[
V θ

t − V θ
0 > 0

]
> 0;

Therefore, θ̃ is a well-defined arbitrage. �

Exercise. 12.10

Proof. We know Xt = X0exp
(
(α − 1

2β2)t + βBt

)
. As Xt is defined by orig-

inal Brownian motion Bt,

(0.2) EX0 [h(XT −t)] = X0e
α(T −t)

Firstly ∂
∂X0

EX0 [XT −t] = eα(T −t) exists. Secondly define

(0.3) ϕ(t) = eα(T −t)βXt = βX0e
αT − 1

2
β2t+βBt ∈ V(0, T )

and it's easy to see that

(0.4) EX0

[ˆ t

0
ϕ2ds

]
= β2e2α(T −t)EX0

[ˆ t

0
X2

s ds

]
< ∞

which is confirmed by the property of Itô process. Then via Theorem 12.3.3,

(0.5) XT = X0exp
(
(α − 1

2
β2)t +

1

2
β2t

)
+ eα(T −t)β

ˆ T

0
XtdBt

and z = X0e
αt ∈ R is what we need. �

Exercise. M.1
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Proof. (a) The smallest sets in F are A1 ∩ A2 = {5, 6}, A1 \ A2 = {1, 3} and
A2 \ A1 = {2, 4} which is just a partition of Ω. Therefore all sets in F are:
Ø
Two Elements:A1 \ A2 = {1, 3}, A2 \ A1 = {2, 4}, A1 ∩ A2 = {5, 6}
Four Elements:A1 △ A2 = {1, 2, 3, 4}, A1 = {1, 3, 5, 6}, A2 = {2, 4, 5, 6}
Ω

which contains totally eight sets.

(b) As X(Ω) is {−1, 2}, then the (actually the simplest) σ−algebra on
the range of X is just {Ø, {−1}, {2}, {−1, 2}}. After checking one by one:

X−1({−1}) = A2 ∈ F
X−1({2}) = A1 \ A2 ∈ F

it's confirmed the preimage of every measurable sets on the range of f is in
F , and by definition f is F−measurable.
(c) Just let X = 1{1}, obviously X−1({1}) = {1} and X−1({0}) =

{2, 3, 4, 5, 6} are both not F−measurable. Thus such X is not a F−measurable
mapping. �

Exercise. M.2

Proof. (Approach I) As {Bt}t≥0 is a Gaussian process, the k−dimension
random vector Z := (Bt1 , ..., Btk

) obeys k−dimension Gaussian distribution,
k ≥ 1. Thus with X0 := B0 = 0, Xt := tB1/t, X := (t1Bt−1

1
, ..., tkBt−1

k
) also

k−dimension Gaussian random vector, where tj > 0, 1 ≤ j ≤ k. So as
{t1, ..., tk} and k ≥ 1 are both arbitrary, {Xt}t≥0 is also Gaussian process.
Secondly by the property of Brownian motion, show that for any s, t > 0,

Cov(Xs, Xt) = st · Cov(Bs−1 , Bt−1) = st · min{1
s

,
1

t
} = min{s, t}

and when min{s, t} = 0, Cov(Xs, Xt) ≡ 0 = min{s, t}. Meanwhile for
arbitrary t ≥ 0, E[Xt] = tE[Bt−1 ] = 0 . Therefore, {Xt}t≥0 is a Brownian
motion.
(Approach II) Given arbitrary finitely many time intevals {(si, ti]}1≤i≤n

pairwise disjoint, where si, ti ̸= 0, {[ 1ti
, 1

si
)}i≤n is also pairewise disjoint, so

that {Xti −Xsi = Bt−1
i

−Bs−1
i

}i≤n are independent. Once some si or ti = 0,
the independence still holds obviously as X0 := 0. Secondly, when s ̸= 0,
r > 0,

Xs+r − Xs = (s + r)B(s+r)−1 − sBs−1 ∼ N(0, (s + r)λ − sλ) = N(0, rλ)

and when s = 0, Xr − X0 = rBr−1 ∼ N(0, rλ). At last ∀ω ∈ Ω, tBt−1(ω) is
obviously continuous respect to t ≥ 0. To conclude, {Xt}t≥0 defined above is
verified to have independent, stationary and normal distributed increments
and continuous trajectory everywhere on Ω, so is a Brownian motion. �
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Exercise. M.3

Proof. (a) Let 0 = t0 < t1 < ... < tn < tn+1 = t, △p
j (B

q
t ) = (Bq

tj+1
− Bq

tj
)p

and △j(t) = tj+1 − tj . In order to make the approximation terms match up,
assume γj , j = 0, 1, ..., n satisfy that

γj + 4B3
tj

△j (Bt) = △j(B
4
t ) − 6B2

tj
△2

j (Bt)

Then after simplification we obtain that

γj = [2Btj+1Btj + B2
tj+1

− 3B2
tj
] △2

j (Bt)

Then take j−summation of both sides of (3), we have

n∑
j=0

B3
tj

△j (Bt) +
1

4

n∑
j=0

γj =
1

4
B4

t − 3

2

n∑
j=0

B2
tj

△2
j (Bt)

In the left side of (5), just define the approximator as φn :=
∑n

j=0 B3
tj
1[tj ,tj+1)

which is Ftj −measurable, then

E

[ˆ t

0
(φn − B3

s )
2ds

]
=

n∑
j=0

ˆ tj+1

tj

E[(φn − B3
s )

2]ds

Now as as max0≤j≤n{△j(t)} → 0, we know firstly φn − B3
s

L1−→ 0 and
secondly (φn −B3

s )
2 is dominated by integrable (finite expectation) function

(|φn| + |Bs|3)2, we can apply Lebesgue Dominated Convergence Theorem
together with Itô Isometry then see that as n → 0,

E

[
(

ˆ t

0
φndBs −

ˆ t

0
B3

s dBs)
2

]
= E

[ˆ t

0
(φn − B3

s )
2ds

]
−→ 0 L2(P )

At the same time, since it has term " △2
j (Bt)", the other term in the left

side of (5) satisfies that

n∑
j=0

γj =
n∑

j=0

[2Btj+1Btj + B2
tj+1

− 3B2
tj
] △2

j (Bt)
L1−→ 0

Hence in the left sides of (5) holds that
∑n

j=0 B3
tj

△j (Bt)+
1
4

∑n
j=0 γj −→´ t

0 B3
s dBs in L2(P ) sense.
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In the right side of (5), we are to prove
∑

j B2
tj

△2
j (Bt) →

´ t
0 B2

s ds in
L2(P ) sense. Obviously it holds that

2E1 + 2E2 ≥ E


∣∣∣∣∣∣

n∑
j=0

B2
tj

△2
j (Bt) −

ˆ t

0
B2

s ds

∣∣∣∣∣∣
2


E1 := E

 n∑
j=0

B2
tj
(△2

j (Bt) − △j(t))

2

E2 := E

 n∑
j=0

B2
tj

△j (t) −
ˆ t

0
B2

s ds

2

Regarding to E1, expand the sqaure into two parts as follows

E1 := E3 + E4

E3 := E[
n∑

j=0

B4
tj
(△2

j (Bt) − △j(t))
2]

E4 = 2
∑
i<j

Ei,j := 2
∑
i<j

E[B2
tj

B2
ti
(△2

j (Bt) − △j(t))(△2
i (Bt) − △i(t))]

About E3, it is easy to see that
∑n

j=0 E[△2
j (Bt) − △j(t)]

2 → 0,

E3 =
n∑

j=0

E[B4
tj
]E[(△2

j (Bt) − △j(t))
2]

About E4, based on their integrability we can apply Cauchy-Schwarz
Inequality,

|Ei,j | ≤
(

E

[
B4

ti

∣∣∣△2
i (Bt) − △i(t)

∣∣∣2]) 1
2
(

E

[
B4

tj

∣∣∣△2
j (Bt) − △j(t)

∣∣∣2]) 1
2

Then by the independent increment of {Bt}t≥0, (9) and (10) above cer-
tainly implies that as n → ∞, i.e., max0≤j≤n{△j(t)} → 0, E1 = E3 +E4 →
0.
For E2 just fix ω ∈ Ω, the trajectory Bs(ω) is a.s. continuous, so take the

limit n → ∞, i.e., max0≤j≤n{△j(t)} → 0 in the Riemann Sum as below, we
can have

n∑
j=0

B2
tj
(ω) △j (t) −→

ˆ t

0
B2

s (ω)ds

Hence
∑n

j=0 B2
tj

△j (t) −→
´ t
0 B2

s ds pointwisely on Ω results in that E2 →
0. So far, we have justified that

n∑
j=0

B2
tj

△2
j (Bt) →

ˆ t

0
B2

s ds (L2(P ))
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Consequently based on all above, take L2(P ) limit of both sides of (5),
we finally conclude thatˆ t

0
B3

s dBs =
1

4
B4

t − 3

2

ˆ t

0
B2

s ds

and the proof ends.
(b) Let g(t, Bt) =

1
4B4

t . By the 1-dimensional Itô Formula,

d(
1

4
B4

t ) = B3
t dBt +

3

2
B2

t (dBt)
2 = B3

t dBt +
3

2
B2

t dt

Therefore 1
4B4

t =
´ t
0 B3

s dBs +
3
2

´ t
0 B2

s ds. �

Exercise. M.4

Proof. Firstly we find the expectation of I1(t) and I2(t). About I2(t), we
have two ways to show that

E [I2(t)] =


´ t
0 (EB2

s )ds = 1
2 t2 Bs ∈ L2(P )

E
[
(
´ t
0 BsdBs)

2
]
= E

[
(12B2

t − 1
2 t)2

]
= 1

2 t2 Itô Isometry

For I1(t), we also has two ways to calculate its expectation. Let g(t, Bt) =
1
3(Bt + t)3, by Itô Formula,

1

3
(Bt + t)3 =

ˆ t

0
[(Bt + t)2 + (Bt + t)]dt + I1(t)

and then after simplification, we can have E[I1(t)] = 0. Also we can obtain
this for: (Bs+s)2 ∈ V(0, t) implies the Itô integral of it has null expectation
or, Bs + s ∈ L4(P ) enables us to switch the integral.

Here I just usually try to get rid of switching the integrals which causes
problems frequently.
Meanwhile here to switch the integral is necessary. We definitely know

Bs + s ∈ L4(P ), thus we are allowed to switch the itegrals. Then by
E[I1(t)] = 0,

V ar[I1(t)] = E

[ˆ t

0
(Bs + s)4ds

]
=

ˆ t

0
E
[
(Bs + s)4

]
ds =

1

5
t5 +

3

2
t4 + t3

To find the variance of I2(t) is more difficult. Show that

E

(△(t)
∑

i

B2
ti

)△(t)
∑

j

B2
tj

 = △2(t)
∑
i,j

E
[
B2

ti
B2

tj

]
→ E[I22 ]

and simultaneously we also have the double Rieman sum's limit as

△2(t)
∑
i,j

E
[
B2

ti
B2

tj

]
→
ˆ t

0

ˆ t

0
E[B2

s B2
u]dsdu
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By (14) and (15), we know that E[(I2(t))
2] =

´ t
0

´ t
0 E[B2

s B2
u]dsdu. Ac-

cording to the independent increment of Brownian motion we are able to
show that

E
[
B2

s B2
u

]
= E

[
B2

s (Bt − Bs)
2 + 2B3

s (Bs + (Bt − Bs)) − B4
s

]
Hence we can calculate E[(I2(t))

2] as below

E[(I2(t))
2] =

ˆ t

0

ˆ t

0
(s |u − s| + 3u2)dsdu =

7

12
t4

�

Exercise. M.5

Proof. (a) Directly apply Itô Formula, we have

(0.6) Mt =

ˆ t

0
(β − 1

2
α2)eβt cosαBtdt −

ˆ t

0
αeβt sinαBtdBt

We know that if Mt =
´ t
0 αeβt sinαBtdBt then Mt is a Ft−martingale. As

a result β = 1
2α2 can be a sufficient condition to make Mt a Ft−martingale.

(b) By the result of (a), Nt = e8tE[cos 4Bt] is a Ft−martingale which
means

E [cos 4B1] = e−8E [N1] = e−8E [N0] = e−8

Hence such r.v. Z := B1 ∼ N(0, 1) finishes the proof. �


